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The history of the word ‘smoking’



What is Natural Language 
Processing?

▣ Natural language processing is a “distant read” 

Computational method of content analysis, allowing 
one to ‘read’ millions of words of text with highly 
reproducible results. 

Effectively what we have the computer do is count
things (frequencies and relationships)

Highly reproducible because you can and should share the code and the data
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Counting and advanced counting 



Two problems in NLP:

Big problem: How do we ask good questions and 
do good research

when we’re thinking about language and NLP?

Small problem: What are the methods?



Van Gogh’s 
Influencers
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High level view of NLP

• Two approaches:
1. We quantify some feature of the text (how positive or 

negative, how concrete/abstract, how complicated, 
how ‘truthful’, etc.)

2. We categorize the data in some way (e.g., What’s the 
topic? Is it spam? )
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Two things we need to do good NLP?

▣ Operational Definitions: clear definitions that 
allow us to count things (frequencies and 
relationships)
□ Based on analytical constructs (i.e., theory)

▣ Language data: What is the data quality? Is it
representative? How reliable is it? Do we have 
enough?
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Main approaches in NLP

1. Counting words
2. Word feature analysis (sentiment)
3. Word and document similarity
4. Topic modelling
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1.
Counting 

words/
Dictionary 

methods What words 
matter?
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Question: Is society 
becoming more 

selfish/individualistic?



Word 
counting
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•Beautiful story 
about historical 
psychology based 
on single word 
analyses from an 
off-the-shelf 
resource: Google 
Ngram Viewer



Word 
counting
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Question: Are we 
increasingly living in a 

risk focused society?



“A brief history of risk”

17

Li, Hills, & Hertwig, 
2020



Question: Are our thought patterns 
becoming increasing maladaptive 

(e.g., overly negative)?



A dictionary of 
Cognitive 
Distortions

19

Bollen et al. developed a dictionary of cognitive 
distortions designed by a team of Cognitive 
Behavioural Therapy experts.

C
og

ni
tiv

e 
di

st
or

tio
ns



Word counting: Basic Tools to get 
started

▣ Tools:
□ Google ngram viewer
□ LIWC: off-the-shelf package with built in 

dictionaries
□ Google trends
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2.
Word features What do words 

represent?
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Question: Has American English 
become more or less concrete over 

the last 200 years?

Concrete vs. abstract:  Concrete means its easier to visualize or see in your mind’s eye



▣ Children have always a sympathy in the agitations of those connected with 
them; always, especially, a sense of any trouble or impending revolution, of 
whatever kind, in domestic circumstances; and therefore Pearl, who was the 
gem on her mother’s unquiet bosom, betrayed, by the very dance of her spirits, 
the emotions which none could detect in the marble passiveness of Hester’s 
brow. (Nathanial Hawthorne, The Scarlet Letter, 1850).

▣ If you’re looking for sympathy you’ll find it between shit and syphilis in the 
dictionary. (David Sidaris, Barrel Fever, 1994)

▣ From Nature
▣ When so little is really known about evolution, even in the sphere of organic 

matter, where this grand principle was first prominently brought before our 
notice, it may perhaps seem premature to pursue its action further back in the 
history of the universe. (Blanshard, 1873)

▣ Each sex is part of the environment of the other sex. This may lead to 
perpetual coevolution between the sexes, when adaptation by one sex reduces 
fitness of the other. (Rice, 1996) 23



Is American English becoming more 
concrete over the last 200 years?

▣ Concreteness norms:
▣ On a 5-point scale: How concrete is China? How 

concrete is essentially.
▣ Concrete words are recognised faster, more easily 

recalled; more interesting, more truthful, easy to 
understand (Brysbaert et al., 2014)

▣ We have concreteness norms for 40,000 words from 
Brysbaert et al, 2013.
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How to measure document level 
concreteness

▣ We take the average 
concreteness of all 
words in the norms for 
each document (year)

▣ Weighted average
▣ c_i concreteness score
▣ p_i = proportion
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Concreteness is rising in American 
English

▣ Unit of analysis is ‘year’
▣ Average concreteness 

computed per year
▣ Two different corpora 

(independent samples)
▣ This is happening within 

nouns/verbs, articles.
▣ Once you have a result you can 

show it to everyone and collect 
criticism! New hypotheses!
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List of word norms

▣ Valence (sentiment analysis): positive v. negative
▣ Concreteness: (concrete v. abstract)
▣ Age of acquisition: at what age learned?
▣ Free associations: what’s it related to?
▣ Humor: how funny is it?
▣ Many more (see Hills & Miani’s ‘Short Primer on 

Historical Natural Language Processing’—the text 
for this presentation) 28



Question: Is ‘risk’ becoming a more 
negative word in modern society?



Windowing

▣ We can define words in a ‘window’ around a 
word of interest, and treat these as 
‘documents’
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Windowing example: Risk is 
becoming more negative
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Question: How can we tell how happy 
people were in the past?
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Word features: A basic tool to get you 
started

▣ The Macrocope
□ http://macroscope.intelligence-media.com/

▣ Textsite
□ https://warwick.ac.uk/fac/sci/psych/people/t

hills/thills/textsight/
□ (or search for Hills and TextSight)

38

http://macroscope.intelligence-media.com/
https://warwick.ac.uk/fac/sci/psych/people/thills/thills/textsight/
https://warwick.ac.uk/fac/sci/psych/people/thills/thills/textsight/


3.
Word and
document

similarities
What are the 
meanings of 
the words?
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Semantics

▣ Semantics focuses on word ‘meanings’
▣ “You shall know a word by the company it keeps.” 

(Firth 1957)

▣ In other words, semantics is structure.
▣ This structure is often referred to now as

embeddings or vectors.
▣ If we have structure, we can measure similarity. 40



Question: Do Conspiracy Theorists 
have a conspiracy worldview, 

apparent in the structure of their 
language about conspiracies?



42



A comparison of worldviews between 
conspiracy and mainstream documents
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Dictionary terms

These are connections that occur more often than we expect at random



Question: What happens to our 
mental lexicon as we age?



Free associations across the lifespan

▣ Study of more than 8000 individuals reporting 
free associations for 420 words across the 
lifespan.

▣ Data is separated into roughly 10-year age 
groups
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• Study of more than 8000 individuals 
reporting free associations for 420 words 

across the lifespan.
• We show people cues, they provide 

targets.

Dubbosarsky, De Deyne, and Hills (2017). Developmental Psychology 

Target 1: 
animal

Target 
2:

dog
… Target 

3:read

Cue 
1:cat 104 53 … 0

Cue 
2:book 0 0 … 492

… … … … …

Cue 420: 
happy 0 2 … 0

10 18 30 40 50 60 70



Free associations across the lifespan

48

10 18 30 40 50 60 70

Networks of free associations 

Dubossarsky, Hills,  & De Deyne, 2017



Two approaches to semantics

▣ Free associations—what do people say it 
means.

▣ Semantic space models, or vector-based 
semantics (BEAGLE, HAL, LSA, Word2Vec, 
BERT, RoBERTa, GPT#)—What are meaning 
relations embedded in natural language?
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Fluency task comparisons (novice vs. 
experts)

▣ Siew & Guru (2023).
▣ Comparison of National 

University of Singapore 
undergrads versus NUS 
high school students.

▣ ‘Fluency’ tasks invite
participants to say what 
comes to mind when 
they think about ‘X’. 
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Emotional Recall Task (Li et al., 2020)

▣ “Tell me 10 emotions you’ve 
felt recently”

51

Survey 
measure

Our measure



Two approaches to semantics

▣ Free associations—what do people say it 
means.

▣ Semantic space models, or vector-based 
semantics (BEAGLE, HAL, LSA, Word2Vec, 
BERT, RoBERTa, GPT#)—What are meaning 
relations embedded in natural language?
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Semantic space models: Example

▣ Term-document 
matrix

▣ Usually involves 
inverse-document 
frequency to account 
for word specificity
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54Singular-value decomposition: A matrix algebra method

term-document matrix
6 terms, 4 documents

We can change this 
dimension



Did risk change its meaning over the 
last 200 years?

55

PC = principal components analysis –
dimensionality reduction method



Changes 
in word 
meanings
(Li et al., 
2019)

56

PC = principal components analysis –
dimensionality reduction method



4.
Topic modelling

What topics do 
the words refer 
to?
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Question: What are people talking 
about when they’re talking about 

‘immigrants’?
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The approach

1. Is language more concrete around social 
groups that have closer perceived social 
distance? (construal level theory)

2. Are minority groups with more abstract 
language described with more negative 
language? (linguistic expectancy theory)

3. What are the topics associated with explicit 
references to immigration?

4. How are the topics distributed across 
minority groups?

5. How are immigrant topics associated with 
sentiment?
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The approach

▣ To evaluate these questions we used the New York Times 
Corpus available from the Linguistic Data Consortium.

▣ 1.8 million articles, published from 1981 to 2007.
▣ From this we built an immigrant corpus for ~60 immigrant 

groups

61
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Topic modelling or Latent Dirichlet 
Allocation

• Unsupervised categorization algorithm—a clustering 
algorithm.

• LDA assumes that documents are made up of multiple 
topics and topics are made up of multiple words.

• To create a document, the model chooses a distribution 
over topics (70% Psychology, 20% Linguistics, 10% Star 
Wars)

• To identify topics from a document, we need to reverse 
this process to find the hidden structure.
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To produce a 
document the 
author chooses 
topics and then 
they choose 
words from 
those topics.

The output of
the model is a
distribution of 
topics per 
document

And

A distribution of 
words per topic.



So…What are people talking about 
when they’re talking about 

‘immigrants’?



Topics in the immigrant corpora
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Apply feature analysis to topics

67

Specificity: a 
measure of how 
likely people are 
to be talking 
about immigrants 
when this topic is 
present. 



What groups are associated with 
which topics?
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Question: What were people talking 
about when they were talking about 

‘risk’ in the past?



Topic modelling of 
risk

70



Question: When did Darwin explore 
and exploit in his reading?



Darwin’s reading
Murdock, Allen, DeDeo 2017

72



Main approaches in NLP

1. Counting words
2. Word feature analysis (sentiment)
3. Word and document similarity
4. Topic modelling
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5.
General 

Questions for 
NLP Limitations
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Frequent limitations in NLP

• What’s the data quality?
• Is the data representative?
• Are there Independent corpora?
• What are the alternative hypotheses? Are they 

tested?
• Do we need statistics for this? Not always.
• How big is the effect? Measure it relative to 

something you already understand.
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Thank you
Questions?

76
Cambridge University Press


